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Abstract—The quality-of-service (QoS) guarantees enabled by the new IEEE 802.11a/e Wireless LAN (WLAN) standard are

specifically targeting the real-time transmission of multimedia content over the wireless medium. Since video data consume the largest

part of the available bitrate compared to other media, optimization of video streaming for this new standard is a significant factor for the

successful deployment of practical systems. Delay-constrained streaming of fully-scalable video over IEEE 802.11a/e WLANs is of

great interest for many multimedia applications. The new medium access control (MAC) protocol of IEEE 802.11e is called the Hybrid

Coordination Function (HCF) and, in this paper, we will specifically consider the problem of video transmission over HCF Controlled

Channel Access (HCCA). A cross-layer optimization across the MAC and application layers of the OSI stack is used in order to exploit

the features provided by the combination of the new HCCA standard with new versatile scalable video coding algorithms. Specifically,

we propose an optimized and scalable HCCA-based admission control for delay-constrained video streaming applications that leads to

a larger number of stations being simultaneously admitted (without quality reduction to any video flow). Subsequently, given the

allocated transmission opportunity, each station deploys an optimized Application-MAC-PHY adaptation, scheduling, and protection

strategy that is facilitated by the fine-grain layering provided by the scalable bitstream. Given that each video flow needs to always

comply with the predetermined (a priori negotiated) traffic specification parameters, this cross-layer strategy enables graceful quality

degradation whenever the channel conditions or the video sequence characteristics change. For instance, it is demonstrated that the

proposed cross-layer protection and bitstream adaptation strategies facilitate QoS token rate adaptation under link adaptation

mechanisms that utilize different physical layer transmission rates. The expected gains offered by the optimized solutions proposed in

this paper are established theoretically, as well as through simulations.

Index Terms—IEEE 802.11e WLANs, delay-constrained video streaming, cross-layer optimization, QoS-enabled MAC scheduling,

token rate adaptation, link adaptation.

�

1 INTRODUCTION

THE different layers in the OSI stack have traditionally
been assumed to be independent of each other. Such a

design facilitated the evolution of each layer in an elegant
way without influencing or conflicting with the other
layers. Previously, the various layers were optimized in
isolation. However, recent work [1], [2], [3], [4], [5] has
demonstrated that joint optimization of the various layers
improves the overall system performance for delay-
constrained, loss-tolerant multimedia applications.

IEEE 802.11 WLANs [6] have emerged as a prevailing
technology for the (indoor) broadband wireless access.
During the last several years, an increased number of
applications require the transmission of delay-sensitive and
bandwidth-intense video data over WLANs. However,
existing WLANs do not provide the necessary QoS to
support such applications. Today, IEEE 802.11 can be

considered as a wireless Ethernet, which supports only a
best-effort service (not guaranteeing any service level to
users/applications). For this reason, the IEEE 802.11
Working Group recently defined a new supplement
(part ”e”) to the existing legacy Medium Access Control
(MAC) sublayer of the standard in order to support QoS [7].
A new medium access method called Hybrid Coordination
Function (HCF) has been proposed in the 802.11e draft [7],
which combines a contention-based channel access mechan-
ism, referred to as Enhanced Distributed Channel Access
(EDCA), and a polling-based channel access mechanism,
referred to as HCF Controlled Channel Access (HCCA).
Both EDCA and HCCA operate simultaneously and
continuously. Recent studies [8], [9], [10] have already
shown that HCF enables differentiated treatment of traffic
streams and can be tuned to meet QoS requirements of low
latency and jitter. As such, its use for wireless multimedia
streaming designs appears to be an important issue.

In order to achieve optimal transport of video over
802.11e HCCA, we need to accommodate application-layer
constraints such as bandwidth variations due to variable-
bitrate (VBR) coding [9], delay constraints, and selective
packet retransmission [1], [3] to cope with network losses.
Starting from the coding engine, nonscalable video coding
algorithms do not provide graceful degradation and
adaptability to a large range of wireless channel conditions
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and power constraints. Hence, although the concepts
proposed in this paper can potentially be deployed with
state-of-the-art nonscalable coding with bitstream switching
[11], [12] this usually entails higher complexity and smaller
granularity for real-time packet prioritization and adaptive
retransmissions. Consequently, in this paper, we use
recently proposed scalable video coding schemes based on
Motion Compensated Temporal Filtering (MCTF) [13].
MCTF-based scalable video compression is attractive for
wireless streaming applications since it provides on-the-fly
adaptation to channel conditions, support for a variety of
wireless receivers with different resource capabilities and
power constraints, and easy prioritization of various coding
layers and video packets [13].

In order to accommodate delay and transmission
requirements, we perform optimized scalable resource
allocation that jointly considers the MAC and application
layer parameters and quantify the benefits in terms of
individual stations performance as well as the overall
system performance. The following steps are involved in
the proposed cross-layer optimization:

. Unlike in conventional wireless streaming solutions,
where each video flow is admitted individually by
the Admission Control Unit (ACU) collocated with
the QoS-enhanced Access Point (QAP), the applica-
tion-layer video flow is divided into subflows based
on the delay requirements of individual video
frames. As detailed in Section 3, this allows for
individual bitstream components to interface with
the MAC as separate flows with individual delay
and transmission bandwidth requirements. We
demonstrate that, without any modification to the
HCCA mechanism, this allows for the MAC ACU to
admit more users (stations) without any compromise
in the video quality for the already admitted users.

. Based on the delay requirements of each flow, the
optimal transmission scheduling strategy is estab-
lished in Section 4. Our proposed solution involves
low-complexity linear programming. It is shown
that, under error-free transmission during the con-
tention-free periods, the proposed optimization
further increases the number of admitted stations
without any compromise in the video quality.

. The inherent prioritization and graceful degradation
properties of scalable coding are utilized in Section 4
in order to provide an optimized framework that
defines the maximum retry limit for each MAC
service data unit (MSDU) in the video subflows,
given the delay constraint and distortion impact for
each subflow’s transmission duration. This allows an
already admitted application/subflow to continue
its transmission even if the channel conditions
worsen, without (significantly) compromising the
video quality. This graceful degradation is extremely
important for real-time video applications, where a
renegotiation of the TSPEC parameters would have a
disrupting effect on the video quality that is
unacceptable for the end user.

In order to justify the proposed algorithms and methods,
simulation results are presented in Section 5. Our conclu-
sions are drawn in Section 6.

2 BACKGROUND FOR VIDEO TRANSMISSION OVER

HCCA IN IEEE 802.11E

Research issues of 802.11e HCF scheduling have recently
started to gain some attention. Initial contributions [8],
[14] were mainly concerned with the feasibility of the
EDCA and HCCA mechanisms of HCF for multimedia
transmission. In an attempt to optimize scheduling for
VBR video traffic, Ansel et al. [9] presented an approach
for efficient scheduling on the QAP based on measured
queue sizes of each traffic stream. HCCA was used, as it
provides significant benefits over EDCF for applications
requiring strict QoS. It is important to mention that all
these approaches perform optimization either at the
application layer or the MAC layer. This follows the
previous legacy of application layer optimizations, e.g.,
rate-smoothing algorithms for QoS enabled networks [15],
such as ATM networks [16]. Nevertheless, our preliminary
results [17] have shown that joint application-layer and
MAC-layer optimization can significantly improve the
overall system performance. The next section outlines the
conventional video flow scheduling and admission control
in HCCA. Following that, the architecture of the deployed
video coder is presented.

2.1 HCCA-Based Admission Control for Video

HCCA is used to provide a parameterized QoS service.
With HCCA, there is a negotiation of QoS requirements
between the QoS-enhanced wireless station (QSTA) and the
Hybrid Coordinator (HC). Once a stream for a QSTA is
established, the HC allocates transmission opportunities
(TXOPs) via polling to the QSTA in order to guarantee its
QoS requirements. The HC enjoys free access to the
medium during the contention-free period and uses the
highest EDCA priority during the contention period, in
order to 1) send polls to allocate TXOPs and 2) send
downlink parameterized traffic. It makes use of the priority
interframe space (PIFS) to seize and maintain control of the
medium. Once the HC has control of the medium, it starts
to deliver parameterized downlink traffic to stations and
issues QoS contention-free polls (QoS CF-Polls) to those
stations that have requested parameterized services. The
QoS CF-Polls include the TXOP duration granted to the
QSTA. If the station being polled has traffic to send, it may
transmit several packets for each QoS CF-poll received
respecting the TXOP limit specified in the poll. In order to
utilize the medium more efficiently, it is possible to
piggyback both the acknowledgment (CF-Ack) and the
CFPoll onto data packets. In contrast to the point coordina-
tion function of the IEEE 802.11-99 standard, HCCA
operates during both the contention-free period and the
contention period (see Fig. 1).

The admission control and scheduling units enable
HCCA to guarantee that the QoS requirements are met
once a stream has been admitted in the network. Alter-
natively, EDCA only provides a QoS priority differentiation
via a random distributed access mechanism.

To ensure user satisfaction, it is essential that, once
admitted, a video stream is guaranteed QoS for its lifetime.
Thus, there is a need to control how many streams are
admitted to the system and what wireless resources should
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be allocated to each stream in order to obtain the optimal
trade-off between a larger number of admitted stations and
an acceptable video quality level for the admitted stations.
In other words, a scalable admission control and adaptive
protection strategy is necessary. Among the parameters
defined in the traffic specification (TSPEC) element of
IEEE 802.11e, we use the subset of parameters that influence
the design of an efficient admission control algorithm for
video applications. For each video flow i, these parameters
are: the peak data rate (Pi), the mean data rate (�i), the
maximum burst size (�i), the maximum permissible delay
(di), the nominal MSDU size (Li), and the minimum
physical-layer transmission rate (Ri).

In conventional video streaming mechanisms [8], [9], Pi,

�i, and �i are part of a twin leaky bucket mechanism [15]

and are supplied to the MAC by the application layer. Based

on the twin leaky bucket analysis [10], [15], the effective

bandwidth for each video flow i can be computed as1

gi ¼
Pi

1þ diðPi � �iÞ�i�1:
ð1Þ

The previous bandwidth computation is “ideal” in the

sense that it does not include overheads. For the transmis-

sion of each MSDU frame, there is an overhead in time

based on the acknowledgment policy, the PIFS time, MAC-

layer and physical-layer headers, and polling overhead. As

a result, the scheduling policy has to determine and take

into account these overheads, as different scheduling

policies determine how many times one has to poll a QSTA

in the duration of a service interval (SI), denoted as tSI.

Assuming that tSI is known, the number of MSDUs per SI is

Ni ¼
gi � tSI

Li

� �
ð2Þ

and the modified guaranteed bandwidth including over-

heads is given by

g0i ¼
NiðLi þOiÞ

tSI
; ð3Þ

where Oi represents the additional bits due to overheads for

the transmission of an MSDU frame corresponding to video

flow i. As a result, having already i� 1 admitted flows in

the network, the admission control for the ith video flow

can be expressed as

g0i þ
Xi�1

j¼1

g0j þ gother � C; ð4Þ

where gother represents additional bandwidth allocated to
nonvideo traffic (e.g., audio or other QoS-requiring media)
and C is the total guaranteed bandwidth of the wireless
medium. It is important to mention that a necessary
condition for nonviolation of the initially-negotiated
QoS requirements is that Ri � g0i. Based on the readjusted
guaranteed bandwidth, the number of MSDUs per SI is
recalculated as in (2) with gi replaced by g0i and, for each
video flow i, we denote the modified value by N 0i . The
admission control unit can now calculate the TXOP duration
required to service all these MSDUs within tSI as

tTXOP;i ¼ N 0i
Li
Ri
þ Toverhead;i

� �
; ð5Þ

with Toverhead;i the required overheads, as explained before.

Similarly to (4), we can express the admission control in

terms of the TXOP duration for each video flow i:
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1. For the first part of our analysis presented in this section, we assume
that channel or link-state analysis is used in order to determine the
additional percentage that needs to be reserved for the bandwidth to cover
the losses that may occur in the wireless medium. Inititally, we assume an
ideal channel condition where no errors occur during the HCCA duration.
The modifications imposed in the proposed admission control in order to
incorporate the effects of video packet retransmission due to channel errors
are presented in Section 4.

Fig. 1. Operation of the IEEE 802.11e HCF [17].



tTXOP;i

tSI
þ
Xi�1

j¼1

tTXOP;j
tSI

þ tTXOP;other �
T � TCP

T
; ð6Þ

where tTXOP;other indicates the TXOP allocated to nonvideo
traffic, T is the beacon interval illustrated in Fig. 1, and TCP

is the time reserved for the contention period, i.e., for
EDCA traffic. Importantly, it should be noted that the
Toverhead;i and tTXOP;other have a significant impact on the
number of admitted stations, as will be shown by the results
of Section 5.

The admission control expressed by (6) can be used for
the construction of a round-robin, standard-compliant
scheduler. In particular, normative behavior set by the
IEEE 802.11e draft [7] requires that the HC grants every
flow i the negotiated time tTXOP;i. Hence, for every video
flow, the admission control described by (5) and (6) can be
used. The remaining unknown parameter is tSI, which is
typically calculated as [8]

tSI ¼ 0:5 minfd1; . . . ; dng ð7Þ
for a total of n flows to be scheduled. Notice that, out of the
n flows, several can be video flows, audio flows, or other
delay-stringent applications. In addition, the factor 0.5 is
used to accommodate the jitter constraints demanded by
the particular applications [8].

2.2 Architecture of the Deployed Scalable
Video Coder

In order to better understand the challenges and limita-

tions associated with deploying the previously described

HCCA admission control for video, we consider an

MCTF scalable video coder,2 whose particular architecture

is outlined in this section. MCTF was shown to be the most
promising technique for state-of-the-art scalable video
coding schemes [13]. MCTF is aimed at removing the
temporal redundancies of video sequences and, unlike
predictive coding schemes, it does not employ a temporal
recursive structure. Instead, it uses an open-loop, pyrami-
dal decomposition to remove both long-term and short-
term temporal dependencies in an efficient manner.
During MCTF, the original video frames are filtered
temporally in the direction of motion, prior to performing
the spatial transformation and coding. Video frames are
filtered into L (low-frequency or average) and H (high-
frequency of difference) frames, as shown in Fig. 2. This
filtering is performed in the direction of motion as follows.
For three consecutive video frames—A (previous frame), B
(current frame) and C (next frame)—an instantiation of
MCTF can be written using the lifting formulation [13],
which, for each pixel ðx; yÞ of a X � Y video frame, is
written as

H½x; y� ¼ 1ffiffiffi
2
p ðB½x; y�

� pF ½xþ vFx ; yþ vFy � � A½xþ vFx ; yþ vFy � ð8Þ
� pB½xþ vBx ; yþ vBy � � C½xþ vBx ; yþ vBy �Þ;

L½xþ vx; yþ vy� ¼
ffiffiffi
2
p

A½x; y� þ uB½x; y� �H½x; y�; ð9Þ

where ðvFx ; vFy Þ and ðvBx ; vBy Þ are the forward and backward

motion vectors associated with pixel ðx; yÞ of the current

frame (found by bidirectional motion estimation) and pF ½�; ��,
pB½�; ��, and uB½�; �� are pixel weights chosen by an optimiza-

tion mechanism that normalizes the information during the

bidirectional (forward (F ) and backward (B)) motion-

compensated prediction of (8) and the backward (B) inver-
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2. However, it is important to emphasize that the cross-layer algorithms
proposed in this paper can be deployed with any video coding scheme. The
essential part of the proposed enhanced admission control mechanism is
the determination of the frame dependencies of the deployed video coder
(and, hence, the frame/packets delays and traffic characteristics), which can
be establised based on the encoding parameters and modeled by direct
acyclic graphs [18].

Fig. 2. MCTF decomposition.



sion of the motion information during the update step of (9).

A variety of algorithms can be used to estimate these factors

for various temporal decompositions in order for the

filtering process to approximate an orthonormal temporal

transform [13]. The process is applied initially in a group of

pictures (GOP) and also to all the subsequently produced

L frames, thereby forming a total of D temporal levels, as

shown in Fig. 2.

We use the notation Ht;k to indicate the kth H frame

of temporal level t, where 1 � t � D and 0 � k � 2D�t.

Equivalently, the notation LD;0 is used to indicate the

remaining L frame at the last level after the completion

of the temporal decomposition in the GOP.

All the produced L and H and frames are subsequently

decomposed spatially by performing the discrete wavelet

transform (DWT) in a number of decomposition levels, as

seen in the example of Fig. 2, and embedded coding is

applied to the quantized wavelet-coefficient values.

It is important to notice that the example of MCTF

formulated by (8) and (9), and illustrated in Fig. 2, represents

only one instantiation out of the many possible [13]. Previous

research has investigated generalized forms of MCTF that use

many reference frames from the past and the future for the

temporal filtering [13]. In the remainder of this paper, we

present the proposed algorithms based on the typical

decomposition of (8), (9), shown in Fig. 2. However, more

complicated MCTF schemes using longer temporal filters can

easily be incorporated in our framework. Finally, it is

important to mention that, although the utilized MCTF codec

is based on wavelet compression (i.e., JPEG-2000 alike

coding), alternative scalable coding techniques not relying

on the DWT can be applied for the embedded coding of theL

and H frames of the MCTF decomposition [19].

In typical MCTF-based video compression, the rate

allocation for scalable bitstream extraction is performed

with a maximum granularity of one GOP. This creates

variable-bitrate (VBR) characteristics for the compressed

video content across the frames of each GOP. In addition,

each decoded frame of every GOP has its own playback

deadline determined by the frame rate. Notice that, based

on the MCTF structure, the decoding frame rate itself can be

dyadically reduced by skipping the frames of the finer

temporal levels [13]. Frame-rate scalability will be useful in

our cross-layer adaptation strategy that maximizes the

number of admitted stations in the wireless network.
From (8) and (9) and by inverting the temporal relations

depicted in Fig. 2, we can see that frames of L3;0, H3;0, H2;0,

and H1;0 should be available in the receiving buffer before

reconstructing and playing back the original frame A0;0 at

the decoder. This implies that these frames in the temporal

decomposition have the same deadline, called playback

deadline, before which all of their video packets should

arrive in the receiving buffer. Extending this calculation to

four temporal levels and all the frames of the temporal

decomposition of a GOP, Fig. 3 shows the playback

deadlines without any extra delay and with an extra delay

of d seconds. When the media server schedules and

transmits a packet, it should consider the playback deadline

of its corresponding video frame.

Examples of the video traffic curves of two four-GOP

CIF sequences (“Foreman” and “Stefan”) compressed at

2,048 kbps are shown in Fig. 4. The results were generated

by an instantiation of a wavelet-based scalable video codec

proposed recently [20]. The salient feature of the produced

video traffic is that the traffic patterns within one GOP are

similar and periodically repeated. This feature motivates us

to justify our proposed scheduling algorithms within

one GOP and periodically apply the scheduling across

multiple GOPs.
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Fig. 3. (a) Playback deadlines without additional delays. (b) Playback deadlines with additional delay of d seconds.

Fig. 4. Video traffic curves for 64 frames of two typical video sequences.



Although the video traffic can be set at a constant bit rate

(CBR) in a one-GOP interval, Fig. 4 demonstrates that the

traffic within one GOP exhibits significant variation. These

varying and bursty features result from the fact that the

sizes of compressed frames vary significantly in time, as

shown in the corresponding results of Fig. 5. Notice that the

obtained results follow similar VBR traffic patterns of

standardized video codecs; however, the hierarchical

decomposition performed by the temporal filtering of

Fig. 2 creates more bursty patterns in the video traffic

across time than the conventional I-B-P type structure used

in closed-loop coding. Thus, the problem of scalable

wavelet video transmission over wireless networks under

playback deadlines for each frame appears to be more

challenging than conventional MPEG coding due to the

complicated spatiotemporal dependencies between packets

that impact the distortion and delay characteristics.

3 ENHANCED VIDEO STREAMING OVER

IEEE 802.11E—THE SUBFLOW CONCEPT

The implementation of the simple scheduler explained in

Section 2.1 is easy, but it can be quite inefficient for real-time

video streaming applications. This is because video traffic

varies over time and consists of frames/packets with

considerably varying sizes and different delay constraints.

Conventionally, the video is considered as a single stream

and the TSPEC parameters are set so that the MAC of

IEEE 802.11e HCCA would do the admission control and

scheduling as outlined previously. To improve the overall

system utilization (number of admission stations) as well as

the performance of the admitted stations, we introduce the

subflow concept in which a video flow (bitstream) is divided

into several subflows based on their delay constraints as

well as based on the relative priority in terms of the overall

distortion of the decoded video. The application layer

enables each subflow of the video to interface with the

MAC as a separate flow. Each subflow has a different

priority (determined by its distortion impact) and delay

constraint. A subflow has its own TSPEC parameters and is

admitted independently by ACU.
Our aim is to use the subflow mechanism to provide a

joint application-MAC optimization that maximizes the

number of admitted wireless stations while optimizing the
video quality for each admitted station. Given the channel
conditions, the ACU and the cooperating wireless stations
have to determine for each application the number of
subflows the application-layer can transmit, as well as their
protection strategies (e.g., MAC retry limits per subflow),
while maximizing the number of wireless stations in the
network. In this section, we show how the global-flow
traffic can be partitioned into subflows, which are then
shaped by multiple token leaky buckets to determine their
individual QoS token rates.

As shown in Fig. 6, frames with the same playback
deadline are grouped into the same subflow and there are
eight subflows within one GOP of 16 frames. The number of
subflows depends on the temporal decomposition levels
and the number of reference frames used for motion
estimation. If we denote the number of subflows of
one GOP as Ns, we have

Ns ¼ 2D�1; ð10Þ

where D is the total number of temporal decomposition
levels. Each subflow is regarded as an independent traffic
flow passing through a twin leaky bucket to get its own QoS
guaranteed bandwidth gi as expressed by (1), with i

indicating the subflow number, 1 � i � Ns, and Pi, �i, �i,
and di the corresponding peak data rate, mean data rate,
maximum burst size, and delay constraint of subflow i,
respectively. As a result, each subflow has its own
TSPEC parameters and, thus, there are multiple sets of
TSPEC parameters corresponding to one global video flow.
A QSTA uses these multiple sets of TSPEC parameters to
negotiate with the ACU.

The system performance gain that can be achieved by

our proposed subflow concept can be theoretically quanti-

fied if we introduce the average transmission-opportunity

duration, tTXOP:

tTXOP ¼
1

Ns

XNs

i¼1

tTXOP;i: ð11Þ

For a global video flow i, tTXOP is equal to the
definition given in (5). Following the admission control
expressed in (6), if we assume only NQSTA video flows for
the HCCA transmission intervals, i.e., tTXOP;other ¼ 0, by
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Fig. 5. Compressed frame size within one GOP of two typical CIF test sequences, extracted at different bit rates from one scalable bitstream.



replacing the average transmission-opportunity duration

for each station by (11), we get the maximum number of

admitted QSTA carrying video data as

NQSTA ¼
tSIð1� TCP � T�1Þ

tTXOP

� �
: ð12Þ

In the following section, we determine the optimal allocated

tTXOP;i for each subflow i (under predetermined delay

constraints) such that the number of admitted stations

(NQSTA) is maximized.

4 OPTIMIZATION OF THE NUMBER OF ADMITTED

STATIONS UNDER DELAY CONSTRAINTS

We introduce a mechanism that maximizes the number of

simultaneously admitted wireless stations by optimizing

the allocated transmission opportunity duration for each

subflow. Our solution is based on linear programming.

Given the allotted TXOP per subflow, Section 4.2 deter-

mines the maximum number of MSDU retransmissions in

order to optimize the video quality under the presence of

network errors and Section 4.3 presents an algorithm for

dynamic adaptation of MSDU retransmissions based on this

derivation. Finally, Section 4.4 explains how link adaptation

can be incorporated in the proposed framework to improve

the overall performance for different channel conditions.

4.1 Optimization of the Number of Admitted
Stations under Delay Constraints

Although the use of subflows may increase the number of

admitted stations in the HCCA traffic, if additional delay is

permitted in the transmission of each subflow traffic, an

optimal scheduling algorithm can yield further improve-

ments. A visual example of such a case for one GOP of

video data can be seen in Fig. 7, where each increase in the

transmission duration of each subflow i, ds;i, provides the

opportunity for traffic smoothing. In order to accommodate

delay requirements, we have maxfds;1; . . . ds;2D�1g � dmax

with dmax set by the chosen streaming scenario.

Each increase in the transmission duration of subflow i is

reflected by a change in tTXOP;i. Our optimization goal of

maximizing NQSTA given by (12) can be equivalently stated

as minimizing tTXOP since the other parameters in (12) are

unaffected by changes in the transmission duration. As a

result, if we limit the optimization to the duration of

one GOP (since the video-flow traffic is periodic for each

GOP, as seen in Fig. 5), by combining (2)-(5) the minimiza-

tion problem now becomes
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Fig. 7. Subflows with different transmission durations due to additional delay permitted. Each ds;i, 1 � i � 2D�1 corresponds to additional

transmission time for subflow i. For all cases, we assume that an upper bound for the additional delay is set, denoted by dmax, and we have

max ds;1; . . . ds;2D�1

	 

� dmax.

Fig. 6. Example of subflow formation.



Primary problem: ft�s;1; . . . ; t�s;2D�1g ¼ arg min
X2D�1

i¼1

gs;i ð13Þ

such that 8i : 1 � i � 2D�1, we have

Xi
j¼1

t�s;j �
Xi
j¼1

ðt�s;j þ dmaxÞ: ð14Þ

In (13) and (14), ft�s;1; . . . ; t�s;2D�1g are the optimal transmis-
sion durations corresponding to subflows 1 � i � 2D�1, gs;i
is the effective bandwidth defined by gs;i ¼ bs;i=ts;i, with bs;i
the size (in bits) of subflow i and ts;i the original
transmission duration of subflow i. Notice that this
definition of gs;i corresponds to the generic definition of
(1) if we assume that Pi ¼ �i, i.e., under the assumption of
CBR transmission for the transmission duration of subflow i.
In order to facilitate the optimization process, the optimiza-
tion problem stated in (13), (14) can be expressed in a dual
form [21] as

Dual problem: fb�s;1; . . . ; b�s;2D�1g ¼ arg min
X2D�1

i¼1

bs;i
tmax
s;i

ð15Þ

such that 8i : 1 � i � 2D�1 we have

Xi
j¼1

b�s;j �
Xi
j¼1

bs;j: ð16Þ

In (15) and (16), fb�s;1; . . . ; b�s;2D�1g are the optimal subflow
sizes, and tmax

s;1 ¼ ts;1 þ dmax, tmax
s;i ¼ ts;i for 2 � i � 2D�1

represent the maximum permissible transmission durations
for each subflow.

Under CBR transmission for each subflow, the Primary
and Dual problems stated above provide the same solution
[21]. For example, by deriving the optimal subflow sizes, we
can establish the optimal transmission duration correspond-
ing to the size of each subflow as

t�s;i ¼ tmax
s;i

bs;i
b�s;i

: ð17Þ

Nevertheless, one difference of practical significance is
that the Dual problem facilitates the application of linear
programming techniques, namely, the simplex minimiza-
tion, for the establishment of the optimal solution. This
ensures optimality with low complexity, as the algorithm
converges in a number of steps proportional to the total
number of subflows, Ns. The simplex optimization scans
through all the vertices of the Ns-dimensional simplex in
order to establish the point corresponding to the minimum
of (15) [21]. It is important to mention that, in order to
formulate a bounded problem for this purpose, we need to
impose an upper bound to the maximum number of bits
transmitted in the time interval corresponding to one GOP.
Hence, we introduced an additional constraint to the
problem given by

X2D�1�1

j¼1

b�s;j �
X2D�1�1

j¼1

Rj � tmax
s;j ; ð18Þ

which corresponds to the physical constraint that the
maximum number of bits transmitted during the duration

of one GOP together with the packetization overhead
introduced at the various layers cannot exceed the mean
amount of bits transmitted by the physical-layer during
this time.

Finally, although the optimization problem is defined
and solved for the duration of one GOP, if access to
additional subflows from consecutive GOPs is possible
(e.g., in the case of offline encoding), they can be included in
the optimization problem of (15), (16) following the same
rationale. Experimental results with real video data utiliz-
ing the proposed optimization approach are presented in
Section 5.

4.2 Packet Scheduling and Retransmissions under
the Proposed Admission Control

For the admitted subflows of a QSTA, the application and
MAC layers can cooperate to improve the multimedia
quality by adapting the retry limit. The previous studies on
retry-limit adaptation [1], [3] study cross-layer strategies for
802.11 WLANs that are not HCCA enabled and, also, they
do not explicitly consider the delay bound set by the
application for the various packets/flows. Here, the goal of
packet scheduling and prioritized MAC retransmissions is
to minimize the playback distortion for a video streaming
session over an 802.11a/e HCCA WLAN, under delay
constraints.

Due to limits imposed by link-adaptation to different
physical-layer rates [22] as well as delay constraints, the
retransmission bound for the earlier-transmitted packets
can be higher than the maximum retransmissions allowed
for the remainder set of packets. Hence, under a scheme
allowing for unequal video-packet retransmissions, a higher
probability for correct reception can be provided to the first
subsets of video packets. This motivates packet prioritiza-
tion at the application layer depending on the video-data
significance (incurred distortion due to losing the packet).

The optimal transmission duration for each subflow was
already established in the previous subsection by linear
programming. In this section, given the set of video packets
for each subflow as well as the transmission duration, we
establish which subset should be transmitted as well as the
maximum permissible number of video-packet retransmis-
sions in case of errors.

Modeling approaches have been recently proposed for
the establishment of the substream significance in MCTF-
based video compression [23], [24]. Most of these models
use dynamic computation of the expected distortion using
signal statistics or precomputed distortion metadata in
conjunction with models for the error propagation across
the MCTF decoding structure [23]. Although such solutions
result in a model-optimized scheduling with the potential
for high accuracy, they can also incur a high computational
burden for online processing of many streams. In addition,
if we define the number of retransmissions based only on
the video-packet significance, we will not be able to take
advantage of the fact that the MAC layer can provide real-
time feedback concerning the correct reception of each
individual MSDU frame. As a result, we have opted for the
use of very low complexity (yet accurate) heuristics in the
video-packet prioritization strategy:
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. Packets which belong to video frames with different
timestamps are ordered in timestamp order, which
is derived from compressed video-frame depen-
dency and playback deadline as discussed in the
subflow creation in Section 3.

. Packets which belong to video frames with a same
timestamp but different temporal levels are ordered
in temporal level sequence. In particular, packets of
coarser temporal levels are ordered before ones of
finer temporal levels (e.g., packets belong to H3;1 are
ordered before ones belonging to H2;1 in the example
of Fig. 3). Note that the motion vector packets are
ordered before the texture packets.

. Packets which belong to same video frames are
ordered based on the spatial decomposition level
they belong to, that is, packets in coarser spatial
resolution levels ordered before ones in finer spatial
resolution levels.

. Within a spatial decomposition level, packets in the
low-frequency subband are ordered prior to the
high-frequency subbands.

. Within a given spatial subband, packets are
ordered in raster order following the JPEG-2000
convention [26].

. Packets corresponding to the same spatiotemporal
subband are ordered based on the utilized-codec
prioritization. For bitplane coders, this simply
requires that video-packets containing information
for the most-significant bitplanes are ordered prior
to the ones containing the least-significant bitplanes.

Once the ordering is complete, the video packets are
placed in MSDU frames and these are passed to the
MAC layer in the specified order. Although these rules
are simply based on the compression architecture and the
proposed subflow scheduling, the layering principle of
fully-scalable MCTF-based video coding ensures the optim-
ality of such a scheduling approach. In addition, recent
theoretical studies [23], [24] have shown that the expected
distortion-reduction obtained by decoding each video
packet is proportional to the temporal and spatial level
that the packet belongs to, according to the ordering
expressed in the above rules. We remark that, similar to
the previous section, the scheduling algorithm operates
independently for each GOP, although extensions to multi-
ple GOPs can be envisaged following similar principles.

In this work, we assume that the transmission channel is an
independent, identically distributed error channel. Thus, the
channel causes errors independently in each MSDU frame
and the error probability is the same for all MSDU frames
with the same length at all times. Let pbðmÞ be the bit error
probability in physical-layer mode m. Then, the error
probability of an MSDU frame of size Li (belonging to
subflow i) in physical-layer mode m is a function of bit error
probability pbðmÞ and is defined as [4]

peðm;LiÞ ¼ 1� ½1� pbðmÞ�Li : ð19Þ

Let Nmax
retryðjÞ be the maximum number of retries of

MSDU frame j belonging to subflow i. Notice that the value
of Nmax

retryðjÞ depends on the position of the MSDU frame in
the transmission queue (derived based on the criteria

outlined before), as well as on the available transmission
duration for the current subflow. The probability of
unsuccessful transmission after Nmax

retryðjÞ retransmissions is

Peðm;Li;Nmax
retryðjÞÞ ¼ ½peðm;LiÞ�

Nmax
retryðjÞþ1: ð20Þ

In addition, based on Nmax
retryðjÞ, we can find the average

number of transmissions for the jth MSDU frame until the
packet is successfully transmitted or the retransmission
limit is reached as in [3]:

NaverageðjÞ ¼
1� ½peðm;LÞ�N

max
retryðjÞþ1

1� peðm;LÞ
: ð21Þ

The corresponding average time to transmit the MSDU
frame using the guaranteed channel rate g0i for subflow i is
given by

Taverage ¼ NaverageðjÞ
Li
g0i
þ TACK

� �
; ð22Þ

where TACK is the overhead for the transmission of the
acknowledgment frame. Assuming that the maximum time
before the MSDU frame expire is Tmax, we have

Taverage � Tmax: ð23Þ

Due to CBR transmission for the duration of each
subflow, the MSDU frames are evenly distributed with an
interval �i (i.e., MSDU arrival interval for subflow i).
Assuming that the transmission duration for subflow i is t�s;i
(estimated by the optimization of Section 4.1), for the
jth MSDU frame of that subflow, we have

Tmax ¼ t�s;i � �i
Xj�1

k¼1

Nactual
retry ðkÞ; ð24Þ

where Nactual
retry ðkÞ, 0 � Nactual

retry ðkÞ � Nmax
retry, is the actual num-

ber of retries for each MSDU frame k (that precedes
MSDU frame j) until an acknowledgment has been
received, or the maximum number of retries has been
performed. Notice that Nactual

retry ðkÞ can be determined
dynamically based on feedback from the MAC layer. The
last equation can be used in conjunction with (20) and (23)
to establish the bound for the maximum-allowable number
of retries for the current MSDU frame j:

Nmax
retryðjÞ � logpeðm;LiÞ

"
ð1� peðm;LiÞÞ

 
Li
g0i
þ TACK

!�1

 
t�s;i � �i

Xj�1

k¼1

Nactual
retry ðkÞ

!#
� 1:

ð25Þ

Notice that the estimated maximum number of retries
determined by (25) can be negative, depending on whether
we exceeded the available bandwidth for subflow i or not.
In such a case, the remaining MSDU frames of the current
subflow are simply discarded.

4.3 Proposed Subflow Transmission with Dynamic
Adaptation

We outline the steps performed during the actual streaming

process for each subflow i in Table 1. Some of the last

VAN DER SCHAAR ET AL.: OPTIMIZED SCALABLE VIDEO STREAMING OVER IEEE 802.11A/E HCCA WIRELESS NETWORKS UNDER DELAY... 763



MSDU frames of each subflow will not be transmitted

whenever the channel condition deteriorates since the

transmission duration (deadline) determined by the sim-

plex optimization of the previous section does not take into

account the retransmissions that will occur based on the

algorithm of Table 1. This is checked in Step 2 of the

algorithm of Table 1. Nevertheless, the use of a scalable

video coding and the prioritization rules for the transmis-

sion of the video packets specified before ensure that near-

optimal adaptation of the video quality will occur based on

the instantaneous channel capacity since the MSDU frames

with the most important video data will be transmitted first.
An alternative design can be formulated by a priori

calculating the maximum number of retransmissions for
each MSDU frame j based on pbðmÞ and using (19)-(24) with
the setting of Nactual

retry ðkÞ ¼ Nmax
retryðkÞ for every 1 � k < j. Then,

the subflow sizes can be readjusted to include the estimated
number of retransmissions. This allows for the optimization
algorithm of Section 4.1 to derive optimal transmission
durations that include the (worst-case) expected number of
retransmissions for the subflow’s MSDU frames. Overall,
the latter case is expected to overprovision bandwidth for
each subflow while the previous case can lead to some of
the least-significant video packets being dropped, depend-
ing on the channel condition.

4.4 QoS Token Rate Adaptation for Link Adaptation
under the Proposed Framework

Link adaptation selects one appropriate physical-layer
mode based on link conditions in order to improve the
system goodput and throughput [22]. IEEE 802.11a
supports eight physical-layer rates from 6 Mbit/sec to
54 Mbit/sec. QSTAs may adapt their physical-layer
modulation and coding strategies depending on the link
conditions [22], [27]. In particular, the physical-layer rate

will be lowered dynamically when the link condition of
one QSTA gets worse, i.e., when the signal to inter-
ference-noise ratio (SINR) drops. The TXOP durations
calculated by (5) will not take into account the new rate
when the QSTA switches its default physical-layer rate
mode and, as a result, the QAP may deny the traffic
stream of the QSTA whose physical rate turns out to be
lower than the prenegotiated minimum rate.

In order to keep the number of admitted stations fixed
and have graceful quality degradation, we can utilize the
packet scheduling algorithm of Section 4.2 in order to drop
MSDU frames containing less-important video data such
that the precalculated TXOP duration can still guarantee
the QoS when the physical-layer mode is changed. For this
purpose, we need to determine the new effective band-
width for each subflow i, g00i , under a change in the
physical-layer transmission rate. If we assume that the
modified rate for the duration of the subflow transmission
is R0i, from (5) we have

N 0i ¼
tTXOP ; i

Li � ðR0Þ�1 þ Toverhead;i

: ð26Þ

Then, from (2) we get

g0i ¼
Ni � Li
tSI

ð27Þ

and, since CBR transmission occurs for the duration of the
subflow transmission, t�s;i, we can calculate the modified
subflow size, b0s;i, using (26), (27) as

�0i ¼
b0s;i
t�s;i
¼ g0i ) b0s;i ¼

t�s;i � tTXOP;i � Li
Li � ðR0Þ�1 þ Toverhead;i

h i
� tSI

: ð28Þ

Notice that, in the cases where the link adaptation may
change the physical layer rate more than once during the
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Transmission of MSDU Frames of Each Subflow i



subflow transmission interval t�s;i, R
0
i can be calculated

based on the weighted sum of the different rates

R0 ¼ 1

t�s;i

Xw
k¼1

½RphyðkÞ � tphyðkÞ�; ð29Þ

where RphyðkÞ, tphyðkÞ represent the rate and duration

(respectively) corresponding to the kth link adaptation

during time interval t�s;i (out of w total adaptations).

The modified subflow size estimated by (28) may be

used to restrict the number of video packets of each

subflow: Depending on the adaptive retransmission

scheme of Table 1, once the amount of video data sent

via MSDU frames reaches b0s;i, the remaining packets in the

prioritized transmission queue are discarded. Hence,

similar to the case of Section 4.2, the prioritization

mechanism ensures that the most significant packets

receive the highest priority under link adaptation at the

physical layer. An interesting extension of the link

adaptation algorithm would be to optimize the chosen

MSDU frame length depending on the chosen physical

layer rate [27]. This should be done having the application-

layer packetization restrictions in mind in order not to

affect the decoding dependencies (see our work in [28] for

more details and proposed algorithms).

5 EXPERIMENTAL RESULTS

The results of this section have been generated with the

settings T ¼ 100 msec, TCP ¼ 60 msec, and tSI ¼ 50 msec.

First, we examine the importance of the (nonoptimized)

subflow concept versus the conventional global flow

scheduling. The experiment of Table 2 used a typical

CIF video sequence—“Foreman”—encoded at 30 frames

per second (fps), although similar results have been

obtained with a variety of video content. The token rates

reported in Table 2 were calculated based on a simulation

with a twin leaky bucket traffic smoothing system and the

delay deadline was equally extended for all subflows, such

that dmax ¼ 200 msec. For the case of subflow scheduling,

we have tTXOP ¼ 2:76 msec and, from (12), NQSTA ¼ 7.

Similarly, for the global flow case, we get tTXOP ¼
13:89 msec and NQSTA ¼ 1. The number of admitted stations

can be increased if the optimization framework of

Section 4.1 is used. This is shown by the results of Table 3,

where the number of stations in the subflow case is

increased to NQSTA ¼ 10. In addition, based on the priorities

shown in Table 3, we can increase the number of admitted

stations if the least-significant subflows are discarded. This

is illustrated in Fig. 8, where the number of admitted

stations is plotted against the number of utilized subflows.
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TABLE 2
Subflow QoS Token Rates and tTXOP;i with dmax ¼ 200 msec for the CIF-Resolution Sequence “Foreman” (2,048 kbps, 30 fps)

TABLE 3
Subflow QoS Token Rates and tTXOP;i with dmax ¼ 200 msec for the CIF-Resolution

Sequence “Foreman” (2,048 kbps, 30 fps) with the Optimization Framework of Section 4.1

The ”Priority” indicates the importance (4: highest, 1:lowest) of each subflow in terms of incurred distortion at the receiver.



The figure demonstrates that, under a progressive decrease
in frame-rate, resulting from the removal (drop) of the least-

significant subflows (with the significance indicated in

Table 3) the number of admitted stations can be further

increased. In a collaborative framework, multiple stations

may opt to decrease the video frame-rate in order to allow

for additional stations (or additional video flows) to utilize

the wireless medium under HCCA. Also, the desired

number of admitted subflows as well as how these subflows

are prioritized at the application layer can be determined

based on the channel resources, specific video application,
and user preferences. For instance, different spatiotemporal

resolutions (and corresponding subflows) should be se-

lected for the best perceptual video quality for different

channel conditions. This flexibility can be easily provided

using the subflow concept.
In summary, we observe that a higher number of

stations can be admitted given the same channel condi-

tion if the subflow case is used, as compared to the global

flow case. Notice that the same video bitstreams are

transmitted in both cases and no losses are incurred due

to the use of subflows.
In order to evaluate the advantages of the proposed

subflow concept under more realistic conditions, we used
the ns-2 simulator package of Ansel et al. [9]. HCCA was

used to stream a number of video flows generated by

wavelet-based scalable video coding [20] and EDCA was

used for the remaining traffic within the contention period.

Our results are presented in Table 4 and Table 5 for

different delay limits. The optimization algorithm of Section

4.1. was used in the case of video transmission based on

subflows in order to determine the application-layer

optimal transmission duration for each subflow. The results

indicate that a significantly-higher number of stations could
be admitted in the case of the optimized subflow-based

transmission. Notice that both cases are compliant to the

IEEE 802.11e definition of the standard and both transmit

the same amount of video data. Moreover, even though the

results obtained with the ns-2 simulation do not numeri-

cally correspond to the theoretical calculation due to

overheads (i.e., Table 3 versus Table 4), the utilization of

subflows offers a significant advantage.

In order to investigate the effect of retransmissions in the

proposed system, we have enabled a uniform bit-error loss

model in our simulations. The proposed optimized retrans-

mission policy was compared against a conventional

retransmission policy which does not set the number of

retransmissions based on the expected loss rate [1], [3]. In

addition, two ad hoc policies were simulated, one with an

optimized packet scheduling described in Section 4.2 and

one with an ad hoc scheduling that does not follow the

proposed packet ordering and instead schedules the video

packets in the way they are produced by the video encoder.

The results are presented in Table 6. It can be seen that,

across the various error rates, the proposed retransmission

policy offers an average benefit of approximately 1.8 dB in

PSNR versus the conventional retransmission policy, while

the gains may be as high as 3.0 dB in some cases. Moreover,

the scheduling policy presented in Section 4.2 provides an

average benefit of 0.8 dB versus the ad-hoc scheduling.
Finally, Table 7 demonstrates the effect in video quality

under the token rate adaptation for dynamic link adapta-

tion, as discussed in Section 4.4. More details on our

implementation of the link adaptation mechanism can be

found in [4], [22]. The results demonstrate that, under

varying SINR, the proposed adaptation mechanism can

effectively reduce the transmitted subflow size by

increasing the number of discarded (not transmitted)

packets from each subflow. This results in a graceful

degradation in the video quality. Similar results were
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Fig. 8. A reduction of the number of admitted subflows results in

dyadically reduced frame rate. However, the number of admitted

stations increases. The utilized video sequences were encoded at

2,048 kbps.

TABLE 4
Measured TXOPs and the Total Number of Admitted Stations

Based on ns-2 HCCA Simulations, with dmax ¼ 200 msec

TABLE 5
Measured TXOPs and the Total Number of Admitted Stations

Based on ns-2 HCCA Simulations, with ds ¼ 400 msec



observed for a variety of sequences and transmission

scenarios.

6 CONCLUSIONS

Improving the performance of delay-constrained video
streaming over wireless networks is an important issue

for various multimedia-related applications, as well as for

the efficient overall utilization of the wireless medium. In

this context, we have investigated cross-layer optimization

strategies for HCCA-based video streaming. The proposed

methods maximize the number of admitted stations by

creating multiple subflows from one global video flow, each

with its own traffic specification. In order to achieve an

optimal scheduling policy, a low complex linear-program-

ming solution is proposed, which effectively allocates the

optimal transmission opportunity to each generated sub-

flow in order to maximize the utilization of the wireless

medium under the contention-free period. Besides the

proposed method for optimization of the video traffic

under HCCA transmission, the retry limit for each packet is

adaptively modified in order to accommodate transmission

under random packet losses. The proposed algorithm can

be easily coupled with link adaptation mechanisms in order

to provide efficient adaptation to dynamic network

behavior. Future work should determine the impact of

simultaneously scheduling different flows (such as audio,

video, and data having various bit rate and delay require-

ments) on the admission control mechanism.
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